FUNCTIONAL CALCULUS IN HÖLDER-ZYGMUND SPACES
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Abstract. In this paper we characterize those functions \( f \) of the real line to itself such that the nonlinear superposition operator \( T_f \) defined by \( T_f [g] := f \circ g \) maps the Hölder-Zygmund space \( C^s(\mathbb{R}^n) \) to itself, is continuous, and is \( r \) times continuously differentiable. Our characterizations cover all cases in which \( s \) is real and \( s > 0 \), and seem to be novel when \( s > 0 \) is an integer.

1. Introduction and statement of the main results

In this paper we consider the problem of characterizing those functions \( f \) defined on the real line, such that the operator \( T_f : g \mapsto f \circ g \) maps the Hölder-Zygmund space \( C^s(\mathbb{R}^n) \) to itself, is continuous, and is \( r \) times continuously differentiable. Our characterizations cover all cases in which \( s \) is real and \( s > 0 \), and seem to be novel when \( s > 0 \) is an integer.

Theorem 1. Let \( s > 1 \). Then \( T_f (C^s(\mathbb{R}^n)) \subseteq C^s(\mathbb{R}^n) \) if and only if \( f \) belongs locally to \( C^s(\mathbb{R}) \).

Theorem 2. \( T_f (C^1(\mathbb{R}^n)) \subseteq C^1(\mathbb{R}^n) \) if and only if \( f \) is locally Lipschitz continuous and satisfies

\[
 f(x + t) + f(x - t) - 2f(x) = O\left(\frac{t}{|\log t|}\right),
\]

as \( t \to 0^+ \), uniformly on each compact subset of \( \mathbb{R} \).

Our plan is the following. First, we recall some basic facts on Hölder-Zygmund spaces. Second, we prove the above theorems. Since Theorem 1 is well known when \( s \) is not an integer, we will be concerned mostly with the Zygmund classes \( C^m(\mathbb{R}^n) \).
for $m > 0$ an integer, and we shall also prove that our results can be extended in part to the more general Besov spaces $B^m_{\infty,q}(\mathbb{R}^n)$. In the third part of the paper, we apply an abstract result of [12] to deduce sufficient conditions for $f$ in order that $T_f$ be a map of class $C^r$ of $C^r(\mathbb{R}^n)$ into itself, and we prove that such conditions are necessary by exploiting ideas of Drábek [6], of [11], and of Sobolevskij [16], who have considered the case in which $s$ is not an integer.

**Notation.** We denote by $\mathbb{N}$ the set of all positive integers including 0, and by $\mathbb{N}^*$ the set $\mathbb{N} \setminus \{0\}$. Throughout the paper, $n$ denotes an element of $\mathbb{N}^*$. We denote by $\mathbb{R}^+$ the set of all real numbers $x \geq 0$. We use the letters $M, M', \ldots$ to denote positive constants, depending only on the parameters $n, s,$ etc. The exact value of such constants may change from line to line. A constant denoted $A$ will depend also on the various functions $f, g$ under consideration. For any function $f$ on $\mathbb{R}^n$ and $a \in \mathbb{R}^n$, we define $\tau_a f(x) := f(x - a)$. We denote the norm in $L^p(\mathbb{R}^n)$ by $\| \cdot \|_p$.

We denote by $\rho$ a $C^\infty$ even function on $\mathbb{R}$ such that $\rho(x) = 1$ for $0 < x \leq 1/e$ and $\rho(x) = 0$ for $x \geq 1/2$. All the functions considered in this paper are real valued.

2. Preliminaries on function spaces

2.1. Sobolev scales.

**Definition 1.** Let $\Omega$ be an open set in $\mathbb{R}^n$. A Banach distribution space (BDS) in $\Omega$ is a vector subspace $E$ of $\mathcal{D}'(\Omega)$ endowed with a complete norm such that the canonical injection $j_E : E \to \mathcal{D}'(\Omega)$ is continuous.

The Sobolev scale associated with the BDS $E$ is defined by

$$W^r(E) := \{ f \in \mathcal{D}'(\Omega) : f^{(\alpha)} \in E, \quad \forall |\alpha| \leq r \},$$

for any $r \in \mathbb{N}$. It is well known that $W^r(E)$ is a BDS for the following norm:

$$\|f\|_{W^r(E)} := \sum_{|\alpha| \leq r} \|f^{(\alpha)}\|_E$$

(cf., e.g., [5], Kufner, John and Fučík [10]). By the closed graph theorem, we easily deduce the following.

**Lemma 1.** Let $E$ be a BDS in $\Omega$. If $\mathcal{D}(\Omega) \subseteq E$, then the canonical injection $\mathcal{D}(\Omega) \to E$ is continuous. Moreover, $\mathcal{D}(\Omega)$ is continuously imbedded in $W^r(E)$, for all $r \in \mathbb{N}$.

2.2. Definition of Hölder-Zygmund spaces. The Besov spaces $B^m_{\infty,q}(\mathbb{R}^n)$ can be easily described by means of the first and second order moduli of continuity

$$\omega(f; t) := \sup_{|h| \leq t, x \in \mathbb{R}^n} |f(x + h) - f(x)|,$$

$$\eta(f; t) := \sup_{|h| \leq t, x \in \mathbb{R}^n} |f(x + h) + f(x - h) - 2f(x)|.$$

If $0 < s < 2$ and $1 \leq q \leq \infty$, we say that a real-valued measurable function $f$, defined on $\mathbb{R}^n$, belongs to $B^s_{\infty,q}(\mathbb{R}^n)$ if, for some (and then for all) $a \in [0, +\infty]$, one has

$$\|f\|_{\infty} + \left( \int_0^a \left( \frac{\eta(f; t)}{t^s} \right)^q \frac{dt}{t} \right)^{1/q} < +\infty,$$
with the understanding, here and in the rest of the paper, that the case $q = +\infty$ is treated with the usual modifications. For $0 < s < 1$, one proves classically that a real-valued measurable function $f$ defined on $\mathbb{R}^n$ belongs to $B^s_{\infty, q}(\mathbb{R}^n)$ if and only if

$$
\|f\|_{\infty} + \left( \int_0^a \left( \frac{\omega(f; t)}{t^s} \right)^q \frac{dt}{t} \right)^{1/q} < +\infty.
$$

Of course any of the above expressions delivers an equivalent norm in the corresponding Besov space. We denote any such norm by $\| \cdot \|_{B^s_{\infty, q}(\mathbb{R}^n)}$. When there can be no ambiguity, we simply write $\| \cdot \|$. Let $m < s \leq m + 1$, with $m \in \mathbb{N}^\ast$. Then we set

$$
B^s_{\infty, q}(\mathbb{R}^n) := W^m \left( B^s_{\infty, q}(\mathbb{R}^n) \right).
$$

In particular, $B^{s, \infty}_{\infty, q}(\mathbb{R}^n)$ is called the Hölder-Zygmund space with exponent $s$ and is denoted by $C^s(\mathbb{R}^n)$. For the main properties of the Besov spaces $B^s_{p, q}(\mathbb{R}^n)$, with $s \in \mathbb{R}$, $p, q \in [1, +\infty]$, and of their homogeneous counterparts $B^s_{p, q}(\mathbb{R}^n)$, we refer to the books of Peetre [14], of Triebel [19], and of Runst and Sickel [15].

We shall also use the Lipschitz-Sobolev spaces $W^m_{\infty}(\mathbb{R}^n) := W^m (L^\infty(\mathbb{R}^n))$. The space of $m$ times continuously differentiable functions on $\mathbb{R}^n$ is denoted $C^m(\mathbb{R}^n)$. The set

$$
C^m_b(\mathbb{R}^n) := C^m(\mathbb{R}^n) \cap W^m_{\infty}(\mathbb{R}^n)
$$

is a closed subspace of $W^m_{\infty}(\mathbb{R}^n)$. We say that a function $f$ belongs locally to a functional space $E$ if $f \varphi \in E$ for all $\varphi \in \mathcal{D}(\mathbb{R}^n)$. The set of such $f$’s is denoted $E_{\text{loc}}$. When there is no ambiguity, we omit the domain ($\mathbb{R}$ or $\mathbb{R}^n$) in our notation for a function space. We note that $B^{s, q}_{\infty, \infty}(\mathbb{R}^n) \subseteq W^m_{\infty}(\mathbb{R}^n)$ for $s > m$ and that $W^1_{\infty}(\mathbb{R}^n)$ is a proper subspace of $C^1(\mathbb{R}^n)$.

2.3. Basic properties. In 1927, A. Marchaud proved the following relation between the moduli $\omega$ and $\eta$ (see Marchaud [13] or Bennett and Sharpley [2, Thm. 4.4]):

$$
\omega(f; t) \leq M t \int_t^\infty \eta(f; u) \frac{du}{u^2}, \quad \forall t > 0.
$$

We note that $\eta(f; t) \leq 4\|f\|_{\infty}$, if $f$ is bounded. Thus the Marchaud inequality implies that

$$
\omega(f; t) \leq M t \left( \int_1^t \eta(f; u) \frac{du}{u^2} + 4\|f\|_{\infty} \right), \quad \text{for } 0 < t \leq 1.
$$

Proposition 1. Let $1 < q \leq +\infty$. Then there exists $M > 0$ such that

$$
\left( \int_0^{1/e} \left( \frac{\omega(f; t)}{t \log t} \right)^q \frac{dt}{t} \right)^{1/q} \leq M \|f\|_{B^{1, q}_{\infty, \infty}(\mathbb{R}^n)}, \quad \forall f \in B^{1, q}_{\infty, \infty}(\mathbb{R}^n).
$$

Proof. We first note that, for $q = \infty$, (2.3) follows immediately from (2.2). Now we assume that $1 < q < \infty$. To shorten our notation, we set $\omega(t) := \omega(f; t)$,
\( \eta(t) := \eta(f; t) \). By (2.2) we deduce that

\[
\left( \int_0^{1/e} \left( \frac{\omega(t)}{t \log t} \right)^{q} \frac{dt}{t} \right)^{1/q} \leq M \left\{ \left( \int_0^{1/e} \left( \frac{1}{\log t} \int_t^1 \eta(u) \frac{du}{u^2} \right)^{q} \frac{dt}{t} \right)^{1/q} + \|f\|_\infty \right\}.
\]

By the changes of variables \( t = e^{-v} \) and \( u = e^{-w} \), and by the Hardy inequality (cf., e.g., Folland [7, Cor. 6.21]), we have

\[
\left( \int_0^{1/e} \left( \frac{1}{\log t} \int_t^1 \eta(u) \frac{du}{u^2} \right)^{q} \frac{dt}{t} \right)^{1/q} = \left( \int_1^{\infty} \left( \frac{1}{v} \int_0^v \eta(e^{-w}) e^w dw \right)^{q} dv \right)^{1/q} \leq M \left( \int_0^{\infty} \eta(e^{-v}) e^v dv \right)^{1/q} = M \left( \int_0^{1} \eta(t) \frac{dt}{t} \right)^{1/q} \leq M \|f\|_{B_{1,1}^{1/q}}.
\]

**Remark.** For \( q = +\infty \), the inequality (2.3) has been known for a long time (cf., e.g., Zygmund [21, ch. II, par. 3]). Moreover, as we shall see in Lemma 4, inequality (2.3) is optimal if \( q = +\infty \). For \( q = 1 \), inequality (2.3) does not hold, but then a more elementary property is available (cf., e.g., Runst and Sickel [15]):

**Proposition 2.** The Besov space \( B_{1,1}^{1,q}(\mathbb{R}^n) \) is imbedded with continuity in \( C_1(\mathbb{R}^n) \).

**Proposition 3.** Let \( 1 \leq q \leq \infty \), \( s > 0 \). Then \( B_{\infty}^s(\mathbb{R}^n) \) is a Banach algebra for the usual multiplication of functions.

**Proof.** This result is well known — almost straightforward if \( s \) is not an integer. For \( s \) an integer, it is an immediate consequence of Propositions 1 and 2 and of the following identity:

\[
f(x + h)g(x + h) + f(x - h)g(x - h) - 2f(x)g(x) = (f(x + h) + f(x - h) - 2f(x))g(x) + f(x + h)(g(x + h) + g(x - h) - 2g(x)) + (f(x - h) - f(x + h))(g(x - h) - g(x)).
\]

\( \Box \)

We now introduce an inequality for the second-order modulus of the composition of two functions which turns out to be relevant in our analysis. Inequalities of this type have been known for a long time (cf. Warschawski [20, p. 321], Tamrazov [17], [18].) However, for the sake of completeness, we include a proof.

**Proposition 4.** For all functions \( f : \mathbb{R} \rightarrow \mathbb{R} \) and \( g : \mathbb{R}^n \rightarrow \mathbb{R} \), the following holds:

\[
\eta(f \circ g; t) \leq \omega(f; \eta(g; t)) + \eta(f; \omega(g; t)), \quad \forall t > 0.
\]

\( \Box \)
Proof. Inequality (2.5) is an immediate consequence of the following elementary inequality:

\[
|f(g(x + h)) + f(g(x - h)) - 2f(g(x))| \\
\leq \frac{1}{2}|f(g(x + h)) - f(2g(x) - g(x - h))| + \frac{1}{2}|f(g(x - h)) - f(2g(x) - g(x + h))| \\
\quad + \frac{1}{2}|f(g(x + h)) + f(2g(x) - g(x - h)) - 2f(g(x))| \\
\quad + \frac{1}{2}|f(g(x - h)) + f(2g(x) - g(x + h)) - 2f(g(x))|.
\]

2.4. Approximation by entire functions. In order to formulate our results on the continuity and differentiability of \(T_f\), we need to approximate \(f\) by entire functions. We first introduce some notation. Let \(\gamma : [0, 1/e] \to \mathbb{R}^+\) be the function defined by

\[
\gamma(t) := t |\log t|.
\]

We denote by \(Z\) the set of functions \(f\) of a real variable such that \(\eta(f; t) = O(\gamma(t))\) as \(t \to 0^+\). For a function \(f \in Z\), we set

\[
\|f\|_Z := \sup_{0 < t \leq 1/e} \frac{\eta(f; t)}{\gamma(t)}.
\]

Clearly \(Z \cap W^1_\infty\) becomes a Banach space if endowed with the norm

\[
\|f\|_\infty + \|f'\|_\infty + \|f\|_Z.
\]

We denote by \(C^m_{ub}(\mathbb{R})\) the set of real-valued functions \(f\) of class \(C^m\) on \(\mathbb{R}\) such that \(f^{(k)}\) is a uniformly continuous bounded function, for \(k = 0, \ldots, m\). It is easily seen that \(C^m_{ub}(\mathbb{R})\) is a closed subspace of \(W^m_\infty(\mathbb{R})\). We set

\[
C^\infty_b(\mathbb{R}) := \bigcap_{m \geq 0} C^m_{ub}(\mathbb{R}) = \bigcap_{m \geq 0} C^m(\mathbb{R}).
\]

We note that \(C^\infty_b(\mathbb{R})\) is included in all the function spaces which we have previously defined on \(\mathbb{R}\).

Let \(H_\infty\) be the set of functions \(f \in L^\infty(\mathbb{R})\) such that \(\hat{f}\) is a compactly supported distribution. Let \((\varphi_j)_{j \geq 1}\) be an approximation of unity defined by

\[
\varphi_j(x) := j \varphi(jx),
\]

where \(\hat{\varphi} \in \mathcal{D}(\mathbb{R})\) and \(\varphi(x) = 1\) in a neighborhood of 0. If \(f \in H_\infty\), then \(f\) is the restriction to \(\mathbb{R}\) of an entire function and \(f = f * \varphi_j\) for \(j\) sufficiently large. Thus we easily deduce that

\[
H_\infty \subseteq C^\infty_b(\mathbb{R}).
\]

We shall use the following two elementary formulas:

\[
(2.6) \quad f(x + t) - f(x) = t \int_0^1 f'(x + tu) \, du,
\]
which holds for all functions \( f \) in \( C^1(\mathbb{R}) \), and
\[
(2.7) \quad f(x + t) + f(x - t) - 2f(x) = 2t^2 \int_0^1 \int_0^1 f''(x - tu + 2tuv)u \, du \, dv,
\]
which holds for all functions \( f \) in \( C^2(\mathbb{R}) \).

**Proposition 5.** The following statements hold.

1. Let \( m \in \mathbb{N} \). Then \( C^{m}_u(\mathbb{R}) \) is the closure of \( \mathcal{H}_\infty \) and of \( C^\infty_b(\mathbb{R}) \) in \( W^m_\infty(\mathbb{R}) \).

2. Let \( m \in \mathbb{N} \). Then the set of \( f \in C^{m+1}_u(\mathbb{R}) \) such that
\[
\lim_{t \to 0^+} \left( \sup_{x \in \mathbb{R}} \frac{|f^{(m)}(x + t) + f^{(m)}(x - t) - 2f^{(m)}(x)|}{\gamma(t)} \right) = 0
\]
is the closure of \( \mathcal{H}_\infty \) and of \( C^\infty_b(\mathbb{R}) \) in \( W^m(\mathbb{Z} \cap W_1^1) \).

3. Let \( m \in \mathbb{N}^* \), \( m < s < m + 1 \). Then the set of \( f \in C^m_u(\mathbb{R}) \) such that
\[
\lim_{t \to 0} \left( \sup_{x \in \mathbb{R}} \frac{|f^{(m)}(x + t) - f^{(m)}(x)|}{|t|^{s-m}} \right) = 0
\]
is the closure of \( \mathcal{H}_\infty \) and of \( C^\infty_b(\mathbb{R}) \) in \( C^s(\mathbb{R}) \).

4. Let \( m \in \mathbb{N}^* \). Then the set of \( f \in C^{m-1}_u \) such that
\[
\lim_{t \to 0^+} \left( \sup_{x \in \mathbb{R}} \frac{|f^{(m-1)}(x + t) + f^{(m-1)}(x - t) - 2f^{(m-1)}(x)|}{t} \right) = 0
\]
is the closure of \( \mathcal{H}_\infty \) and of \( C^\infty_b(\mathbb{R}) \) in \( C^m(\mathbb{R}) \).

**Proof.** We consider the first two function spaces and leave the other two to the reader. Indeed, the proofs are similar.

I. Assume that \( f_j \in C^\infty_b(\mathbb{R}) \) and that \( f_j \to f \) in the function space \( E \).

For \( E = W^m_\infty(\mathbb{R}) \), we obtain that \( f_j^{(k)} \to f^{(k)} \) uniformly on \( \mathbb{R} \) (\( k = 0, \ldots, m \)). Then the uniform continuity of \( f^{(k)} \) follows.

Let \( E = W^m(\mathbb{Z} \cap W_1^1) \). Since \( E \subseteq W^{m+1}_\infty(\mathbb{R}) \), we have \( f \in C^{m+1}_u(\mathbb{R}) \). If we apply (2.7) to the function \( f^{(m)}_j \), we obtain
\[
\frac{1}{\gamma(t)} |f^{(m)}_j(x + t) + f^{(m)}_j(x - t) - 2f^{(m)}_j(x)| \leq \|f^{(m+2)}_j\|_\infty |t| \log |t| \quad (0 < t \leq 1/e).
\]

Then
\[
\sup_{x \in \mathbb{R}} \frac{|f^{(m)}(x + t) + f^{(m)}(x - t) - 2f^{(m)}(x)|}{\gamma(t)} \leq \|f^{(m)} - f^{(m)}_j\|_Z + \|f^{(m+2)}_j\|_\infty |t| \log |t|.
\]

Hence
\[
\limsup_{t \to 0^+} \left( \sup_{x \in \mathbb{R}} \frac{|f^{(m)}(x + t) + f^{(m)}(x - t) - 2f^{(m)}(x)|}{\gamma(t)} \right) \leq \|f^{(m)} - f^{(m)}_j\|_Z.
\]

Since the right-hand side is arbitrarily small, we conclude that the limit is 0.

II. For \( f \in E \), we consider the sequence \( f_j := f * \phi_j \). Since \( E \subseteq L^\infty(\mathbb{R}) \), it can be readily verified that \( f_j \in \mathcal{H}_\infty \).

If \( f \in C^m_u(\mathbb{R}) \), then one proves classically that \( f^{(k)}_j \to f^{(k)} \) uniformly for \( k = 0, \ldots, m \). Hence \( f \) belongs to the closure of \( \mathcal{H}_\infty \) in \( W^m_\infty(\mathbb{R}) \).
Let \( f \in C_{ub}^{m+1}(\mathbb{R}) \) be such that (2.8) holds. Then \( f_j \to f \) in \( W_{\infty}^{m+1}(\mathbb{R}) \). Moreover,
\[
(f^{(m)} - f_j^{(m)})(x + t) + (f^{(m)} - f_j^{(m)})(x - t) - 2(f^{(m)} - f_j^{(m)})(x)
= \int_{\mathbb{R}^n} \left( f^{(m)}(x + t) - f^{(m)}(x - y + t) + f^{(m)}(x - t)
- f^{(m)}(x - y - t) - 2f^{(m)}(x) + 2f^{(m)}(x - y) \right) \varphi_j(y)dy,
\]
which implies
\[
\eta(f^{(m)} - f_j^{(m)}; t) \leq 2\|\varphi\|_1 \eta(f^{(m)}; t).
\]
On the other hand, \( \eta(f^{(m)} - f_j^{(m)}; t) \leq 4 \|f^{(m)} - f_j^{(m)}\|_{\infty} \). Let \( \varepsilon > 0 \). By assumption on \( f^{(m)} \), there exists \( \delta > 0 \) such that
\[
0 < t < \delta \implies \frac{\eta(f^{(m)}; t)}{\gamma(t)} \leq \frac{\varepsilon}{2\|\varphi\|_1}.
\]
Since \( f_j^{(m)} \to f^{(m)} \) in \( L^{\infty} \), there exists \( j_0 \) such that
\[
j \geq j_0 \implies \|f^{(m)} - f_j^{(m)}\|_{\infty} \leq \frac{\varepsilon \gamma(\delta)}{4}.
\]
For such \( j \) and for all \( t \in [0,1/e] \), we obtain
\[
\frac{1}{\gamma(t)} \eta(f^{(m)} - f_j^{(m)}; t) \leq \varepsilon;
\]
that is, \( \|f^{(m)} - f_j^{(m)}\|_{L^{\infty}} \leq \varepsilon \). By inequality (2.8), we easily see that \( W_{\infty}^2(\mathbb{R}) \) is continuously embedded in \( \mathcal{Z} \), and thus in \( \mathcal{Z} \cap W_{\infty}^1 \). Then we conclude that \( f_j \to f \) in \( W^m(\mathcal{Z} \cap W_{\infty}^1) \).

3. Functional calculus in Besov spaces \( B_{\infty}^{s,q}(\mathbb{R}^n) \)

3.1. The case \( 0 < s < 1 \). For the sake of completeness, we recall the following well-known result (cf., e.g., [H] and (2.1)).

**Theorem 3.** Let \( 0 < s < 1, 1 \leq q \leq \infty \). Then \( T_{f_j}(B_{\infty}^{s,q}(\mathbb{R}^n)) \subseteq B_{\infty}^{s,q}(\mathbb{R}^n) \) if and only if \( f \) is locally Lipschitz continuous. Moreover, there exists a continuous increasing function \( \psi : \mathbb{R}^+ \to \mathbb{R}^+ \) such that
\[
\|f \circ g\|_{B_{\infty}^{s,q}(\mathbb{R}^n)} \leq \|f\|_{W_{\infty}^1(\mathbb{R})} \psi(\|g\|_{B_{\infty}^{s,q}(\mathbb{R}^n)}),
\]
for all \( f \in W_{\infty}^1(\mathbb{R}) \) and \( g \in B_{\infty}^{s,q}(\mathbb{R}^n) \).

3.2. The case \( s > 1 \). We are now going to prove a more general version of Theorem 1.

**Theorem 4.** Let \( s > 1, 1 \leq q \leq \infty \). Then \( T_{f_j}(B_{\infty}^{s,q}(\mathbb{R}^n)) \subseteq B_{\infty}^{s,q}(\mathbb{R}^n) \) if and only if \( f \) belongs locally to \( B_{\infty}^{s,q}(\mathbb{R}) \). Moreover, there exists a continuous increasing function \( \psi : \mathbb{R}^+ \to \mathbb{R}^+ \) such that
\[
\|f \circ g\|_{B_{\infty}^{s,q}(\mathbb{R}^n)} \leq \|f\|_{B_{\infty}^{s,q}(\mathbb{R})} \psi(\|g\|_{B_{\infty}^{s,q}(\mathbb{R}^n)}),
\]
for all \( f \in B_{\infty}^{s,q}(\mathbb{R}) \) and \( g \in B_{\infty}^{s,q}(\mathbb{R}^n) \).
Proof. The necessity of \( f \in B_{s,\infty}^{r,q}(\mathbb{R}) \) is easily seen by testing \( T_f \) on a function \( g \in D(\mathbb{R}^n) \) such that \( g(x) = x_1 \) on some ball. To prove the sufficiency, we can assume that \( f \) belongs globally to \( B_{s,\infty}^{r,q}(\mathbb{R}) \). Indeed, if \( \theta \in D(\mathbb{R}) \) satisfies \( \theta(x) = 1 \) on \( g(\mathbb{R}^n) \), then \( f \circ g = f \theta \circ g \). Then our proof relies on the following intermediate statement.

**Lemma 2.** Let \( 1 \leq q \leq \infty, \ 0 < r \leq 1, \ s > 1 \). If \( f \in B_{s,\infty}^{r,q}(\mathbb{R}) \), then \( T_f(B_{s,\infty}^{r,q}(\mathbb{R}^n)) \subseteq B_{s,\infty}^{r,q}(\mathbb{R}^n) \). Moreover, there exists a continuous increasing function \( \psi : \mathbb{R}^+ \to \mathbb{R}^+ \) such that

\[
\| f \circ g \|_{B_{s,\infty}^{r,q}(\mathbb{R}^n)} \leq \| f \|_{B_{s,\infty}^{r,q}(\mathbb{R})} \psi(\| g \|_{B_{s,\infty}^{r,q}(\mathbb{R}^n)}) ,
\]

for all \( f \in B_{s,\infty}^{r,q}(\mathbb{R}) \) and \( g \in B_{s,\infty}^{r,q}(\mathbb{R}^n) \).

Proof. It clearly suffices to consider the case \( 1 < s < 2 \).

1. Let \( 0 < r < 1 \). The continuous imbedding \( B_{s,\infty}^{r,q}(\mathbb{R}^n) \subseteq W_{\infty}^1(\mathbb{R}^n) \) implies that

\[
\omega(g; t) \leq M \| g \| t .
\]

Hence \( \omega(f \circ g; t) \leq \omega(f; M \| g \| t) \) and

\[
\left( \int_0^\infty \left( \frac{\omega(f \circ g; t)}{t^r} \right)^q \frac{dt}{t} \right)^{1/q} \leq M' \| g \|^r \left( \int_0^\infty \left( \frac{\omega(f; u)}{u^r} \right)^q \frac{du}{u} \right)^{1/q} \leq M' \| g \|^r \| f \| ,
\]

which gives us \( \| f \circ g \| \leq \| f \| (1 + M \| g \|^r) \).

2. Let \( r = 1 \). The imbeddings \( B_{s,\infty}^{r,q}(\mathbb{R}^n) \subseteq C(\mathbb{R}^n) \) and \( B_{s,\infty}^{r,q}(\mathbb{R}) \subseteq B_{s,\infty}^{1,q}(\mathbb{R}) \) yield the following inequality:

\[
\left( \int_0^\infty \left( \frac{\omega(f; \eta(g; t))}{t} \right)^q \frac{dt}{t} \right)^{1/q} \leq \left( \int_0^\infty \left( \frac{\omega(f; M \| g \| t)}{t} \right)^q \frac{dt}{t} \right)^{1/q} = s^{-1/q} (\| g \|)^{1/s} \left( \int_0^\infty \left( \frac{\omega(f; u)}{u^{1/s}} \right)^q \frac{du}{u} \right)^{1/q} \leq M' \| g \|^{1/s} \| f \|. 
\]

On the other hand, \([3.3]\) implies that

\[
\left( \int_0^\infty \left( \frac{\eta(f; \omega(g; t))}{t} \right)^q \frac{dt}{t} \right)^{1/q} \leq M \| g \| \left( \int_0^\infty \left( \frac{\eta(f; u)}{u} \right)^q \frac{du}{u} \right)^{1/q} \leq M \| g \| \| f \| .
\]

Then, from Proposition 4, we deduce that

\[
\| f \circ g \| \leq \| f \| \left( 1 + M(\| g \| + \| g \|^{1/s}) \right) .
\]

Now we go back to the proof of Theorem 4. Let \( m < s \leq m + 1, \ m \in \mathbb{N}^* \). We show \([3.1]\) by induction on \( m \). It is well known that the norm of \( f \circ g \) in \( B_{s,\infty}^{r,q}(\mathbb{R}^n) \) is equivalent to that given by

\[
\| f \|_{\infty} + \sum_{j=1}^n \| (f' \circ g) \partial_j g \|_{B_{s-1,\infty}^{r,q}(\mathbb{R}^n)} .
\]

According to Proposition 3, it suffices to estimate

\[
\| f' \circ g \|_{B_{s-1,\infty}^{r,q}(\mathbb{R}^n)} \| g \|_{B_{s,\infty}^{r,q}(\mathbb{R}^n)} .
\]
Moreover, there exists $L$

By taking the norms in $B^{1,1}_\infty (\mathbb{R}^n)$ for all $f$

According to Proposition 1, we have $\omega$

for all $f$, $g$.

\[ \omega \]

\[ \omega \]

(3.4)

for all $f \in B^{1,1}_\infty (\mathbb{R})$ and $g \in B^{1,1}_\infty (\mathbb{R}^n)$.

Proof. Let $f \in B^{1,1}_\infty (\mathbb{R})$ and $g \in B^{1,1}_\infty (\mathbb{R}^n)$. From Propositions 2 and 4, we deduce that

\[ \frac{1}{t} \eta(f \circ g, t) \leq \|f\|_\infty \frac{1}{t} \eta(g; t) + \frac{1}{t} \eta(f; M t \|\nabla g\|_\infty) . \]

By taking the norms in $L^1([0, +\infty[, t^{-1} dt)$ in the previous inequality, we obtain (3.4).

\[ \Box \]

3.4. The case $s = 1$, $q > 1$: a sufficient condition.

Theorem 5. $T_f (B^{1,1}_\infty (\mathbb{R}^n)) \subseteq B^{1,1}_\infty (\mathbb{R}^n)$ if and only if $f$ belongs locally to $B^{1,1}_\infty (\mathbb{R})$. Moreover, there exists $M > 0$ such that

\[ \|f \circ g\|_\infty \leq M \|f\|_\infty (\|g\|_\infty + 1) , \]

for all $f \in B^{1,1}_\infty (\mathbb{R})$ and $g \in B^{1,1}_\infty (\mathbb{R}^n)$.

Proof. As in the proof of Theorem 4, we can assume that $f$ belongs to $\mathbb{Z} \cap W^1_{\infty}$ (see also (2.4)). We choose the following norm in $B^{1,1}_\infty (\mathbb{R}^n)$:

\[ \|g\| := \|g\|_\infty + \left( \int_0^{1/e} \left( \frac{\eta(g; t)}{t} \right)^q \frac{dt}{t} \right)^{1/q} . \]

According to Proposition 1, we have $\omega(g; t) = \kappa(t) t |\log t|$, with

\[ \left( \int_0^{1/e} \kappa(t)^q \frac{dt}{t} \right)^{1/q} \leq M \|g\| . \]

Since $B^{1,1}_\infty (\mathbb{R}^n) \subseteq C^1 (\mathbb{R}^n)$, we also have

\[ \sup_{0 < t \leq 1/e} \kappa(t) \leq M \|g\| . \]

By elementary computations, we can show that there exists a continuous decreasing function $w : \mathbb{R}^+ \to [0, 1/e]$, depending only on $M$, such that

\[ M \|g\| |\log t| \leq 1/e \text{ and } |\log t| \geq 4 \log (M \|g\|) , \]

for all $t \in [0, 1/e]$. Since

\[ 1 + \frac{\log |\log t|}{\log t} \geq 1/2 , \quad \forall t \in [0, 1/e] , \]

we deduce that

\[ \frac{1}{t} \eta(f; \omega(g; t)) \leq \kappa(t) \left[ 1 + \frac{\log |\log t|}{\log t} + \frac{\log \kappa(t)}{\log t} \right]^{-1} \|f\|_\infty \leq 4 \kappa(t) \|f\|_Z , \]
for all \( t \in [0, \omega(\|g\|)] \). On the other hand, we have
\[
\frac{1}{t} \eta(f; \omega(g; t)) \leq \frac{4}{t} \|f\|_\infty \|g\|_\infty, \quad \forall t > 0.
\]
Assume that \( q < \infty \). Then we obtain
\[
\int_0^{1/e} \left( \frac{1}{t} \eta(f; \omega(g; t)) \right)^q \frac{dt}{t} \leq 4^q \|f\|_2^q \int_0^{\omega(\|g\|)} \kappa(t) \frac{dt}{t} + 4^q \|f\|_\infty^q \|g\|_\infty^q \int_{\omega(\|g\|)}^{\infty} \frac{dt}{t^{q+1}} \leq 4^q \|f\|_{Z\cap W^1_\infty}^q \|g\|^q (M^q + \omega(\|g\|)^{-q})^q.
\]
Hence
\[
\left( \int_0^{1/e} \left( \frac{1}{t} \eta(f; \omega(g; t)) \right)^q \frac{dt}{t} \right)^{1/q} \leq \|f\|_{Z\cap W^1_\infty} \psi(\|g\|),
\]
where \( \psi : \mathbb{R}^+ \to \mathbb{R}^+ \) is some continuous increasing function. The above inequality is easily seen to be true also for \( q = +\infty \). Since
\[
\omega(f; \eta(g; t)) \leq \|f\|_\infty \eta(g; t),
\]
then inequality (2.5) yields (3.3).

3.5. The space \( C^1 \): a necessary condition. Let \( f : \mathbb{R} \to \mathbb{R} \) be such that
\[
T_f(C^1(\mathbb{R}^n)) \subseteq C^1(\mathbb{R}^n).
\]
By possibly subtracting \( f(0) \), we can assume that \( f(0) = 0 \). We already know that \( f \) is locally Lipschitz continuous (cf. [4]). To prove condition (1.1), we observe that, in some sense, the nonlinear operator \( T_f \) is bounded on \( C^1 \), and we test \( T_f \) on appropriate functions. We start by introducing the following variant of a classical lemma (cf., e.g., Katznelson [5] ch. VIII, par. 8.3).

Lemma 3. If \( T_f(C^1(\mathbb{R}^n)) \subseteq C^1(\mathbb{R}^n) \), and \( f(0) = 0 \), then the set
\[
\{ f \circ g : \|g\| \leq c, \supp g \subseteq K \}
\]
is bounded in \( C^1(\mathbb{R}^n) \), for all compact subsets \( K \) of \( \mathbb{R}^n \) and \( c > 0 \).

Proof. Assume for a contradiction that the statement is false. Then there exist \( c > 0 \) and \( R > 0 \) such that
\[
\{ f \circ g : \|g\| \leq c, \supp g \subseteq [-R, R]^n \}
\]
is an unbounded set in \( C^1(\mathbb{R}^n) \). Let \( \theta \in \mathcal{D}(\mathbb{R}^n) \), with support in \( [-2R, 2R]^n \), such that \( \theta(x) = 1 \) on \( [-R, R]^n \), and let \( M_\theta \) be the norm of \( g \mapsto g\theta \) as a bounded linear operator on \( C^1(\mathbb{R}^n) \). By our contradiction assumption, there exists a sequence \( (q_j) \) in \( C^1(\mathbb{R}^n) \) satisfying the following conditions:
\[
\supp q_j \subseteq [-R, R]^n, \quad \|q_j\| \leq c, \quad \|f \circ q_j\| > j M_\theta.
\]
Now we set
\[
G_j := 5R e_1 + [-R, R]^n, \quad g_j := \tau_{5R e_1} q_j, \quad \theta_j := \tau_{5R e_1} \theta,
\]
where \( e_1 := (1, 0, \ldots, 0) \). Since the norm of \( C^1 \) is translation invariant, we have
\[
\|g_j\| \leq c, \quad \|f \circ g_j\| > j M_\theta.
\]
Let $I$ be a bounded interval. According to Proposition 3 and Lemma 4, the set \{g_a : a \in I\} is bounded in $C^1(\mathbb{R}^n)$. Moreover, the functions $g_a$ have support in a fixed compact subset of $\mathbb{R}^n$. Then by Lemma 3, there exists a constant $A > 0$ such that

$$\|f \circ g_a\| \leq A, \quad \forall a \in I.$$ 

In particular,

$$f(g_a(x)) + f(g_a(-x)) - 2f(g_a(0)) \leq A |x|, \quad \forall a \in I, \forall x \in \mathbb{R}^n.$$  

Let $0 < t \leq 1/e$. Then there exists $h \in ]0, 1/e]$ such that $t = h |\log h|$. If we take $x = he_1$ in (3.6), we obtain

$$|f(a + t) + f(a - t) - 2f(a)| \leq Ah.$$ 

However, we also have

$$h \left| 1 + \frac{|\log |\log h||}{\log h} \right|^{-1} \geq h, \quad \forall h \in ]0, 1/e].$$

Hence

$$|f(a + t) + f(a - t) - 2f(a)| \leq A \frac{t}{|\log t|}.$$
3.6. Remarks. Is there a relation between the differentiability of $f$ and the fact that $T_f(C^1(\mathbb{R}^n)) \subseteq C^1(\mathbb{R}^n)$? The two following propositions answer this question in part.

The first proposition, namely Proposition 6, is due to Winfried Sickel (personal communication). Below we provide both our proof and his.

Proposition 6. Let $f \in C^1(\mathbb{R})$. If
\begin{equation}
(3.8) \quad f'(x + h) - f'(x) = O(|\log |h||^{-1}),
\end{equation}
for $h \to 0$, uniformly in $x$ on every compact set of $\mathbb{R}$, then $T_f(C^1(\mathbb{R}^n)) \subseteq C^1(\mathbb{R}^n)$.

Proof. Since $f$ is of class $C^1$, it is a fortiori locally Lipschitz continuous. Moreover, by the Mean Value Theorem, (3.8) implies (1.1).

We now turn to the proof of Sickel. Without loss of generality, we assume that $f$ is compactly supported. Let $g \in C^1(\mathbb{R}^n)$. By (3.8) and by Proposition 1, we deduce that
\[ \omega(f' \circ g)(t) = O(|\log t|^{-1}), \]
as $t \to 0^+$. Then by exploiting the characterization of pointwise multipliers of $B^0_{\infty, \infty}$, we obtain $(f' \circ g)\partial_\nu, g \in B^0_{\infty, \infty}(\mathbb{R}^n)$ for all $j = 1, \ldots, n$ (cf. Koch and Sickel [9, Lem. 20]). Hence, $f \circ g \in B^1_{\infty, \infty}(\mathbb{R}^n)$.

Now, we introduce the second proposition.

Proposition 7. The condition $f \in C^1$ is neither necessary nor sufficient in order to have $T_f(C^1(\mathbb{R}^n)) \subseteq C^1(\mathbb{R}^n)$.

Proof. For $\alpha \geq 0$, we consider the function
\begin{equation}
(3.9) \quad f_\alpha(x) := \frac{|x|}{|\log |x||^\alpha} \rho(|x|).
\end{equation}
We have $f_\alpha(h) + f_\alpha(-h) - 2f_\alpha(0) = 2f_\alpha(h)$. Hence $f_\alpha$ does not satisfy the condition (1.1) for $\alpha < 1$. Nevertheless $f_\alpha$ is continuously differentiable for $\alpha > 0$.

We now exhibit a nondifferentiable function $f$ such that $T_f(C^1(\mathbb{R}^n)) \subseteq C^1(\mathbb{R}^n)$. The following example has been indicated to us by Jean-Pierre Kahane. Let \{\varepsilon_j\} be a sequence in \{-1, +1\} such that
\[ u_k := \sum_{j=1}^k \frac{\varepsilon_j}{j} \quad (k \geq 1) \]
is a bounded but not convergent sequence. For example, we could take, for $k \in \mathbb{N}$,
\[ \varepsilon_j := 1 \quad \text{if} \quad 2^{2k} \leq j < 2^{2k+1}, \quad \varepsilon_j := -1 \quad \text{if} \quad 2^{2k+1} \leq j < 2^{2k+2}. \]

Let $\theta$ be a $C^\infty$, positive, even function, decreasing on $[0, \infty[$, with supp $\theta = [-1, 1]$ and $\theta(0) = 1$. Let $g$ be the odd primitive of $\theta$. We define the function $f$ by setting
\[ f(x) := \sum_{j=1}^\infty \frac{\varepsilon_j}{j} 2^{-j} g(2^j x). \]
By (2.7), we have
\[ |g(x + h) + g(x - h) - 2g(x)| \leq \min(h^2 \|\theta'\|_\infty, 4\|g\|_\infty), \quad \forall x, h \in \mathbb{R}. \]
Hence there exists $A > 0$ such that

$$
|f(x + h) + f(x - h) - 2f(x)| \leq A \left( h^2 \sum_{j=1}^{k} \frac{2^j}{j} + \sum_{j=k+1}^{\infty} \frac{2^{-j}}{j} \right),
$$

for all $k \in \mathbb{N}^*$. By an elementary computation, we have

$$
\sum_{j=1}^{k} \frac{2^j}{j} \leq M \frac{2^{k}}{k}, \quad \sum_{j=k+1}^{\infty} \frac{2^{-j}}{j} \leq M \frac{2^{-k}}{k}, \quad \forall k \in \mathbb{N}^*.
$$

Then, for each $h \in [0,1/2]$, we take $k$ such that $2^{-k-1} < h \leq 2^{-k}$. The inequalities (3.10) and (3.11) yield

$$
|f(x + h) + f(x - h) - 2f(x)| \leq A \frac{h}{\log h}, \quad \forall h \in [0,1/2], x \in \mathbb{R}.
$$

We have

$$
f'(x) = \sum_{j=1}^{\infty} \frac{\varepsilon_j}{j} \theta(2^j x)
$$

in the sense of distributions. Since $\theta(2^j x) = 0$ for $2^j \geq 1/|x|$, we see that $f'$ is a $C^\infty$ function on $\mathbb{R} \setminus \{0\}$. Let $x > 0$ and $2^k \geq 1/x$. By an Abel transform, we obtain

$$
|f'(x)| = \left| \sum_{j=1}^{k} \varepsilon_j j^{-1} \theta(2^j x) \right| = \left| \sum_{j=1}^{k-1} u_j (\theta(2^j x) - \theta(2^j+1 x)) \right| \leq \sup_{j \geq 1} |u_j|.
$$

Hence the derivative of $f$ belongs to $L^\infty$. In other words, $f$ is Lipschitz continuous. Now we set

$$
\psi(x) := \frac{g(x)}{x}.
$$

We note that $\psi$ can be extended by continuity to $\mathbb{R}$ and satisfies the following asymptotic properties:

$$
\psi(x) = 1 + O(|x|) \quad \text{as} \quad |x| \to 0, \quad \psi(x) = O(|x|^{-1}) \quad \text{as} \quad |x| \to \infty.
$$

Moreover, we have

$$
2^k f(2^{-k}) = u_k + \sum_{j=1}^{k} \varepsilon_j (\psi(2^{j-k}) - 1) + \sum_{j=k+1}^{\infty} \varepsilon_j \psi(2^{j-k}).
$$

From (3.11) and (3.13), we deduce that

$$
2^k f(2^{-k}) - u_k = O \left( \frac{1}{k} \right) \quad \text{as} \quad k \to +\infty.
$$

Thus $(2^k f(2^{-k}))_{k \geq 1}$ is not a convergent sequence, which implies that $f$ is not differentiable in 0. \hfill \Box

Finally, it may be of interest to see that the two conditions of Theorem 2 are mutually independent. The function $f_{1/2}$ (cf. (3.9)) provides an example of a locally Lipschitz continuous function that does not satisfy (1.1). Now let

$$
f(x) := \sum_{j=1}^{\infty} \frac{1}{j} 2^{-j} \sin(2^j x).
$$
Exactly as in the preceding proof, we see that \( f \) satisfies (3.12). We now show that \( f \) cannot be locally Lipschitz continuous. If \( f \) were locally Lipschitz continuous, then there would exist \( C > 0 \) such that \( |f(x)| \leq Cx \), for \( 0 < x \leq 1 \). By taking \( x = 2^{-N} \), with \( N \in \mathbb{N}^* \), we obtain
\[
\left| \sum_{j=1}^{N} \frac{1}{j} 2^{-j} \sin(2^{j-N}) \right| \leq C 2^{-N} + \sum_{j>N} \frac{2^{-j}}{j} \leq (C + 1) 2^{-N}.
\]

On the other hand, we have \( \sin(2^{j-N}) \geq \frac{2}{\pi} 2^{j-N} \) for \( 1 \leq j \leq N \). Hence,
\[
\left| \sum_{j=1}^{N} \frac{1}{j} 2^{-j} \sin(2^{j-N}) \right| \geq \frac{2}{\pi} 2^{-N} \left( \sum_{j=1}^{N} \frac{1}{j} \right),
\]
a contradiction.

4. Continuity and Differentiability of the Superposition Operator

The following regularity theorem provides a full characterization of the functions \( f \) for which \( T_I \) is a \( C^r \) mapping on the Hölder-Zygmund space.

**Theorem 7.** Let \( s > 0 \) and \( r \in \mathbb{N} \). Let \( f \) be a function from \( \mathbb{R} \) to itself. Then the following list provides, for the various values of \( s \), a necessary and sufficient condition for the operator \( T_I \) to be of class \( C^r \) from \( C^s(\mathbb{R}^n) \) to itself.

1. \( f \) is of class \( C^{r+1} \), if \( 0 < s < 1 \).
2. \( f \) is of class \( C^{r+1} \) and
   \[ f^{(r)}(x + t) + f^{(r)}(x - t) - 2f^{(r)}(x) = o(\gamma(t)), \]
   as \( t \to 0^+ \), uniformly on each compact subset of \( \mathbb{R} \), if \( s = 1 \).
3. \( f \) is of class \( C^{r+m} \) and
   \[ f^{(r+m)}(x + t) - f^{(r+m)}(x) = o(|t|^{s-m}), \]
   as \( t \to 0 \), uniformly on each compact subset of \( \mathbb{R} \), if \( m < s < m + 1 \) for some \( m \in \mathbb{N}^* \).
4. \( f \) is of class \( C^{r+s-1} \) and
   \[ f^{(r+s-1)}(x + t) + f^{(r+s-1)}(x - t) - 2f^{(r+s-1)}(x) = o(t), \]
   as \( t \to 0^+ \), uniformly on each compact subset of \( \mathbb{R} \), if \( s \) is integer and \( s > 1 \).

We note that statements 1 and 3 are variants of known results. For references to the various contributions, we refer to [11] and to the extensive monograph of Appell and Zabreiko [1]. However, we believe that statements 2 and 4 are novel.

As a first step in proving Theorem 7, we introduce an abstract differentiability result for the composition operator of [12], which we apply to the Hölder-Zygmund classes in the next section.

4.1. An abstract regularity theorem.

**Proposition 8.** Let \( E \) be a BDS in \( \mathbb{R} \). Let \( I \) be a bounded open interval of \( \mathbb{R} \). Let \( \mathcal{R}_I \) be the restriction operator from \( \mathcal{D}'(\mathbb{R}) \) to \( \mathcal{D}'(I) \). Then \( E(I) := \mathcal{R}_I(E) \), equipped with the quotient norm associated with the map \( \mathcal{R}_I : E \to E(I) \), is a BDS in \( I \).
We now prove that $W$ in

Then (ii) follows by (i). For $f \in \mathcal{H}$, we consider the Taylor polynomials

Let $\theta \in \mathcal{D}(\mathbb{R})$ be such that $\theta(x) = 1$ in a neighborhood of $I$. Since $p_l \to f$, with all its derivatives, uniformly on each compact subset of $\mathbb{R}$, we have $p_l \theta \to f \theta$ in $\mathcal{D}(\mathbb{R})$. Accordingly, by assumption $\mathcal{D}(\mathbb{R}) \subseteq E$ and by Lemma 1, we have $p_l \theta \to f \theta$ in $W^r(E)$. Hence, by (i), we have

in $W^r(E(I))$, and accordingly $\mathcal{R}_I(f) \in P_{r,E}(I)$. □
By \cite{12}, we have the following general result.

**Theorem 8.** Let all the assumptions of Proposition 9 hold. Let $\mathcal{X}$ be a real commutative Banach algebra with unity. Let $\mathcal{A}$ be a subset of $\mathcal{X}$. Assume there exists an increasing function $\psi$ of $\mathbb{R}^+$ to itself such that

\begin{equation}
\|p(x)\|_{\mathcal{X}} \leq \|R_J p\|_{E(I)} \psi(\|x\|_{\mathcal{X}}),
\end{equation}

for all $(p, x) \in P(\mathbb{R}) \times \mathcal{A}$. Then there exists a unique map $\Phi$ of $P_{0, E}(I) \times \mathcal{A}$ to $\mathcal{X}$ such that the following two conditions hold:

(i) $\Phi(p, x) = p(x)$, for all $(p, x) \in P(\mathbb{R}) \times \mathcal{A}$.

(ii) The map $\Phi(\cdot, x)$ is continuous from $P_{0, E}(I)$ to $\mathcal{X}$ for all fixed $x \in \mathcal{A}$.

Furthermore, the map $\Phi(\cdot, x)$ of (ii) is linear and $\Phi$ is continuous from $P_{0, E}(I) \times \mathcal{A}$ to $\mathcal{X}$, and if $x \in \mathcal{A}$ and $f \in P_{0, E}(I)$, with $f = \lim_{j \to \infty} R_I p_j$ in $P_{0, E}(I)$, $p_j \in \mathcal{P}(\mathbb{R})$, then

$$
\Phi(f, x) = \lim_{j \to \infty} p_j(x), \quad \text{in } \mathcal{X},
$$

and

$$
\|\Phi(f, x)\|_{\mathcal{X}} \leq \|f\|_{E(I)} \psi(\|x\|_{\mathcal{X}}).
$$

If we further assume that $\mathcal{A}$ is open and that $r \geq 1$, then $\Phi$ is of class $C^r$ from $P_{r, E}(I) \times \mathcal{A}$ to $\mathcal{X}$.

4.2. Proof of the regularity Theorem \cite{7} Sufficiency. In all this section, we consider some bounded nonempty open interval $I$ and a function $\theta \in D(\mathbb{R})$ such that $\theta(x) = 1$ in a neighborhood of $\text{cl}(I)$. The set

$$
\mathcal{A} := \{g \in C^s(\mathbb{R}^n) : g(\mathbb{R}^n) \subseteq I\}
$$

is open in $C^s(\mathbb{R}^n)$. Since $C^s(\mathbb{R}^n)$ is the union of such sets, we are reduced to proving the regularity of $T_I$ on $\mathcal{A}$. Now we note that $f \circ g = f \theta \circ g$ for $g \in \mathcal{A}$. Furthermore, by exploiting (2.4) and (2.7), it can be easily checked that $f \theta$ satisfies the assumptions of Theorem 7 whenever $f$ does. Then we can assume that $f$ has compact support, and Proposition 5 implies that $f \in \text{cl}_{W^r(E)}(\mathcal{H}_{\infty})$, where $E$ is:

1. $W_0^1(\mathbb{R})$,
2. $Z \cap W_0^1$,
3. $C^s(\mathbb{R})$ ($s > 1$, noninteger),
4. $C^s(\mathbb{R})$ ($s > 1$, integer),

respectively. According to Theorems 3, 4, 6, we have

\begin{equation}
\|f \circ g\|_{C^s(\mathbb{R}^n)} \leq \|f\|_E \psi_s(\|g\|_{C^s(\mathbb{R}^n)}),
\end{equation}

for some continuous increasing function $\psi_s$ from $\mathbb{R}^+$ to itself. From \cite{12}, we readily deduce that

$$
\|f \circ g\|_{C^s(\mathbb{R}^n)} \leq \|R_I f\|_{E(I)} \psi_s(\|g\|_{C^s(\mathbb{R}^n)}),
$$

for any $f \in E$ and $g \in \mathcal{A}$. By taking $f = \theta p$, where $p$ is a polynomial, we see that the hypotheses of Theorem 8 are fulfilled, with $\mathcal{X} := C^s(\mathbb{R}^n)$. According to Theorem 8, we obtain that $(f, g) \mapsto f \circ g$ is a $C^r$ mapping from $P_{r, E}(I) \times \mathcal{A}$ to $C^s(\mathbb{R}^n)$. Since we have

$$
R_I (\text{cl}_{W^r(E)}(\mathcal{H}_{\infty})) \subseteq P_{r, E}(I),
$$

Proposition 9 yields the conclusion.

4.3.1. Differentiability of \(f\). We first prove that \(f\) is of class \(C^1\), by exploiting an idea of Drábek (cf. [3] p. 52), who considered the case \(0 < s < 1\).

**Proposition 10.** Let \(s > 0\), \(f : \mathbb{R} \rightarrow \mathbb{R}\). If \(T_f\) is continuous from \(C^s(\mathbb{R}^n)\) to itself, then \(f\) is continuously differentiable.

**Proof.** For \(0 < s < 1\), the result is due to Drábek [3] and, for \(s > 1\), it is immediate. We now assume that \(s = 1\). It clearly suffices to consider the case \(n = 1\). Let \(E\) be the Banach space of functions \(g : \mathbb{R} \rightarrow \mathbb{R}\) for which

\[
\|g\|_E := \|g\|_\infty + \sup_{x \in \mathbb{R}, 0 < |h| \leq 1/\epsilon} \frac{|g(x + h) - g(x)|}{|h| |\log |h||} < +\infty.
\]

By Proposition 1, our assumption implies that \(T_f\) is continuous from \(C^1(\mathbb{R})\) to \(E\). Let \(\xi_0, x_0, h \in \mathbb{R}\). By Lemma 4, the function \(u_h\) of \(\mathbb{R}\) to itself defined by

\[
u_h(x) := \sigma(x - x_0) + \xi_0 + h, \quad \forall x \in \mathbb{R},\]

belongs to \(C^1(\mathbb{R})\). Clearly,

\[
\lim_{h \rightarrow 0} u_h = u_0, \quad \text{in} \ C^1(\mathbb{R}).
\]

Now let \(\epsilon > 0\) be given arbitrarily. By continuity of \(T_f\) at \(u_0\), there exists \(\delta > 0\) depending only on \(x_0, \xi_0\) such that

\[
\sup_{0 < |x - x'| < \epsilon^{-1}} \left| \frac{(f(u_h(x)) - f(u_h(x'))) - (f(u_0(x)) - f(u_0(x')))}{\sigma(x - x')} \right| < \epsilon
\]

provided that \(0 < |h| < \delta\). Then by setting \(x' = x_0\), we obtain the following inequality:

\[
(4.3) \quad \left| \frac{(f(\xi_0 + \sigma(x - x_0) + h) - f(\xi_0 + h))}{\sigma(x - x_0)} - \frac{f(\xi_0 + \sigma(x - x_0)) - f(\xi_0)}{\sigma(x - x_0)} \right| < \epsilon,
\]

for \(0 < |x - x_0| < \epsilon^{-1}\), which holds whenever \(0 < |h| < \delta\).

By [4] p. 414, the function \(f\) is locally Lipschitz continuous, and thus \(f'\) exists almost everywhere. We now show by contradiction that \(f'\) exists everywhere. Thus we assume that there exists \(\xi_0 \in \mathbb{R}\) such that

\[
\bar{L} := \limsup_{t \rightarrow 0} \frac{f(\xi_0 + t) - f(\xi_0)}{t} > \underline{L} := \liminf_{t \rightarrow 0} \frac{f(\xi_0 + t) - f(\xi_0)}{t}.
\]

Since \(f\) is locally Lipschitz continuous, \(\bar{L}\) and \(\underline{L}\) are both finite. Let \(\{\tau_j\}_{j \in \mathbb{N}}\), \(\{t_j\}_{j \in \mathbb{N}}\) be sequences in \([-\epsilon^{-1}, \epsilon^{-1}] \setminus \{0\}\) converging to 0 and such that

\[
\bar{L} = \lim_{j \rightarrow -\infty} \frac{f(\xi_0 + t_j) - f(\xi_0)}{t_j}, \quad \underline{L} = \lim_{j \rightarrow \infty} \frac{f(\xi_0 + \tau_j) - f(\xi_0)}{\tau_j}.
\]

Now let \(x_j', x_j'' \in \mathbb{R}\) be such that \(|x_j' - x_0| < \epsilon^{-1}\), \(|x_j'' - x_0| < \epsilon^{-1}\), and

\[
\sigma(x_j' - x_0) = t_j, \quad \sigma(x_j'' - x_0) = \tau_j.
\]

Moreover, let \(\{h_l\}_{l \in \mathbb{N}}\) be a sequence in \(\mathbb{R} \setminus \{0\}\) such that \(\lim_{l \rightarrow \infty} h_l = 0\), and such that \(f'\) is differentiable at all points of the set \(\{\xi_0 + h_l : l \in \mathbb{N}\}\). Now let
\( \varepsilon \in [0, (L - \overline{L})/4] \). As we have observed above, there exists \( \delta > 0 \) such that (4.3) holds with \( \varepsilon = \overline{\varepsilon} \), and for all \( 0 < |h| < \delta \). Then we obtain

\[
\begin{align*}
|f(\xi_0 + t_j + h_l) - f(\xi_0 + h_l)| & < \varepsilon, \\
|f(\xi_0 + \tau_j + h_l) - f(\xi_0 + h_l)| & < \varepsilon,
\end{align*}
\]
for all \( j \in \mathbb{N} \), and for all \( l \in \mathbb{N} \) such that \( |h_l| < \delta \). Now we let \( j \) tend to infinity in (4.3), and we obtain

\[
|f'(\xi_0 + h_l) - \overline{L}| \leq \varepsilon, \quad |f'(\xi_0 + h_l) - L| \leq \varepsilon,
\]
for all \( l \in \mathbb{N} \) such that \( |h_l| < \delta \). Accordingly, \( |\overline{L} - L| \leq 2\varepsilon \), a contradiction. Thus we conclude that \( f'(\xi_0) \) exists for all \( \xi_0 \in \mathbb{R} \). We now prove that \( f' \) is continuous at \( \xi_0 \). Let \( \epsilon > 0 \) be given arbitrarily. Then there exists \( \delta > 0 \) such that (4.3) holds, and by taking the limit as \( x \) tends to \( x_0 \) in (4.3), we obtain

\[
|f'(\xi_0 + h) - f'(\xi_0)| \leq \epsilon,
\]
for \( 0 < |h| < \delta \). Thus \( f' \) is continuous at \( \xi_0 \).

4.3.2. The case \( r = 0, s = 1 \). The following result relies upon ideas of Sobolevskij [16], who considered Hölder spaces.

**Proposition 11.** Let \( f : \mathbb{R} \rightarrow \mathbb{R} \). If \( T_f \) is continuous from \( C^1(\mathbb{R}^n) \) to itself, then we have

\[
\lim_{t \to 0^+} \left( \sup_{\xi \in K} \frac{|f(\xi + t) + f(\xi - t) - 2f(\xi)|}{\gamma(t)} \right) = 0,
\]
for all compact subsets \( K \) of \( \mathbb{R} \).

**Proof.** By Proposition 10 the function \( f \) is continuously differentiable. Then, for all \( \eta > 0 \), the averaged function \( f_{\eta} \), defined by

\[
f_{\eta}(\xi) := \frac{1}{\eta} \int_{\xi}^{\xi + \eta} f(\tau) \, d\tau = \int_{0}^{1} f(\xi + \tau \eta) \, d\tau \quad \forall \xi \in \mathbb{R},
\]
is of class \( C^2 \). Formula (2.7) implies that

\[
\lim_{t \to 0^+} \left( \sup_{\xi \in K} \frac{|f_{\eta}(\xi + t) + f_{\eta}(\xi - t) - 2f_{\eta}(\xi)|}{\gamma(t)} \right) = 0,
\]
for all compact intervals \( K \) of \( \mathbb{R} \). Now we set

\[
g_{\xi}(x) := \xi + \sigma(x).
\]
Since \( \sigma \) is odd, we have \( g_{\xi}(\pm h) = \xi \pm \sigma(h) \), for all \( h, \xi \in \mathbb{R} \). Now we assume that \( 0 < t < 1/e \). Clearly, there exists a unique number \( h \in [0, 1/e] \) such that \( t = h \log h \). By (3.7), we have \( \gamma(t) \geq h \). From the identities

\[
(f - f_{\eta})(\xi + et) = \int_{0}^{1} (f(g_{\xi}(\eta \tau h))) - f(g_{\xi + \eta \tau h}(\eta \tau h))) \, d\tau \quad (\epsilon = -1, 0, 1),
\]
we deduce that
\[
\sup_{\xi \in K} |(f - f_\eta)(\xi + t) + (f - f_\eta)(\xi - t) - 2(f - f_\eta)(\xi)|
\leq \gamma(t) \sup_{\xi \in K} \sup_{0 \leq \tau \leq 1} \| f \circ g_{\xi + \tau \eta} - f \circ g_\xi \|.
\]
Then by (4.5), we obtain
\[
\limsup_{t \to 0^+} \left( \sup_{\xi \in K} \frac{|f(\xi + t) + f(\xi - t) - 2f(\xi)|}{\gamma(t)} \right) \leq \sup_{\xi \in K} \sup_{0 \leq \tau \leq 1} \| f \circ g_{\xi + \tau \eta} - f \circ g_\xi \|,
\]
for each fixed \( \eta > 0 \). By exploiting the uniform continuity of \( T_f \) on the compact subset
\[
\{ g_{\xi + \eta} : \xi \in K, \ \eta \in [0, 1] \}
\]
of the space \( C^1(\mathbb{R}) \), we see that the above right-hand side is arbitrarily small with \( \eta \). \( \square \)

4.3.3. The case \( r = 0, s > 1 \). By arguing as in the proof of [11, Prop. 4.21], we have the following.

**Proposition 12.** Let \( s > 1 \). Let \( f : \mathbb{R} \to \mathbb{R} \). If the operator \( T_f \) is continuous from \( C^s(\mathbb{R}^n) \) to itself, then \( f \theta \) belongs to the closure of \( C^\infty_b \) in \( C^s \), for all \( \theta \in D(\mathbb{R}) \).

**Proof.** It clearly suffices to consider the case \( n = 1 \). According to section 4.2, \( T_\theta \) is continuous on \( C^s(\mathbb{R}) \), for all \( \theta \in D(\mathbb{R}) \). Since \( C^s(\mathbb{R}) \) is a Banach algebra, \( T_{\theta f} \) is also continuous on \( C^s(\mathbb{R}) \). Thus we can assume that \( f \) has compact support and show that \( f \) itself belongs to the closure of \( C^\infty_b \) in \( C^s \). Let \( R > 0 \) be such that \( f(x) = 0 \) for \( |x| \geq R \). Let \( \psi \in C^\infty_b \) be such that \( \psi(x) = x \) for \( |x| \leq R \) and \( |\psi(x)| > R \) for \( |x| > R \). Since \( f \) is bounded, we already know that \( (f * \varphi_j) \circ \psi \in C^\infty_b \) (cf. section 2.4). We now note that the maps \( y \to \psi - y \) and \( \varphi_j \) are continuous from \( \mathbb{R} \) to \( C^s(\mathbb{R}) \), and from \( \mathbb{R} \) to itself, respectively. By our assumption, the map \( F_j \) of \( \mathbb{R} \) to \( C^s(\mathbb{R}) \) defined by
\[
F_j(y) := (f \circ (\psi - y) - f \circ \psi) \varphi_j(y)
\]
is continuous and satisfies \( \lim_{y \to -\infty} \| F_j(y) \| y^k = 0 \) for all \( k \in \mathbb{N} \). Then \( F_j \) is Bochner integrable, and we have
\[
(4.6) \quad \left\| \int_{\mathbb{R}} F_j(y) \, dy \right\| \leq \int_{\mathbb{R}} \| F_j(y) \| \, dy.
\]
For all \( \delta > 0 \), one has
\[
\int_{\mathbb{R}} \| F_j(y) \| \, dy \leq \| \varphi \|_1 \sup_{|y| \leq \delta} \| f \circ (\psi - y) - f \circ \psi \| + 2\| f \|_\infty \int_{|y| > \delta} |\varphi_j(y)| \, dy.
\]
By exploiting the fact that \( \lim_{j \to -\infty} \int_{|y| > \delta} |\varphi_j(y)| \, dy = 0 \) and the continuity of \( T_f \) on \( C^s(\mathbb{R}^n) \), we obtain
\[
\lim_{j \to -\infty} \int_{\mathbb{R}} \| F_j(y) \| \, dy = 0.
\]
Going back to (4.6), we see that
\[
\lim_{j \to -\infty} (f * \varphi_j) \circ \psi = f \circ \psi \quad \text{in} \ C^s(\mathbb{R}).
\]
Since \( f \circ \psi = f \), we conclude that \( f \) belongs to the closure of \( C^\infty_b(\mathbb{R}) \) in \( C^s(\mathbb{R}) \).

4.3.4. End of the proof of Theorem 7. Assume that \( T_f \) is \( r \) times continuously differentiable from \( C^s(\mathbb{R}^n) \) to itself. We first consider the case \( s = 1 \) and prove, by induction on \( r \), that \( f \) satisfies condition 2 of Theorem 7. By Propositions [10] and [11] we know that the statement holds for \( r = 0 \). Thus we now assume that the statement holds for \( r \), and we prove it for \( r + 1 \). We argue as in [11] p. 474. Let \( g \in C^1(\mathbb{R}^n) \), \( h \in C^1(\mathbb{R}^n) \setminus \{0\} \). The differentiability of \( T_f \) at \( g \) implies that

\[
\lim_{t \to 0} \left\| \frac{f \circ (g + th) - f \circ g}{t\|h\|} - dT_f[g]\left(\frac{h}{\|h\|}\right) \right\| = 0.
\]

Since we already know that \( f' \) exists at all points of \( \mathbb{R} \), we deduce that

\[(f' \circ g) h = dT_f[g](h), \quad \forall h \in C^1(\mathbb{R}^n).
\]

Since \( T_f \) is \((r+1)\) times continuously differentiable, then \( dT_f[\cdot] \) is \( r \) times continuously differentiable from \( C^1(\mathbb{R}^n) \) to \( L(C^1(\mathbb{R}^n), C^1(\mathbb{R}^n)) \), and since the evaluation map \( A \mapsto A[1] \) at the constant function \( 1 \in C^1(\mathbb{R}^n) \) is linear and continuous from \( L(C^1(\mathbb{R}^n), C^1(\mathbb{R}^n)) \) to \( C^1(\mathbb{R}^n) \), we conclude that the map \( g \mapsto T_f[g](1) = f' \circ g \) is \( r \) times continuously differentiable from \( C^1(\mathbb{R}^n) \) to itself. Then, by the inductive assumption, \( f' \) satisfies condition 2 of Theorem 7, and thus \( f \) satisfies the same condition with \( r + 1 \) instead of \( r \). The case \( s > 1 \) can be treated similarly by exploiting Propositions 5 and [12].

We now consider the case \( 0 < s < 1 \). The same inductive argument as in the case \( s = 1 \) reduces the proof to the case \( r = 0 \). But the case \( r = 0 \) can be treated by a straightforward modification of the proof of Drábek [6].
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